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We consider caching networks in which the routing cost for serving a content request
can be reduced by caching the requested content item in cache nodes closer to the users.
We refer to the cost reduction enabled by caching as the caching gain, and the product
of the caching gain of a content request and its request rate as caching gain rate. We
aim to study fair content allocation strategies through a utility-driven framework, where
each request achieves a utility of its caching gain rate, and consider a family of α-fair
utility functions to capture different degrees of fairness. The resulting problem is an
NP-hard problem with a non-decreasing submodular objective function. Submodularity
allows us to devise a deterministic allocation strategy with an optimality guarantee
factor arbitrarily close to 1 − 1/e. When 0 < α ≤ 1, we further propose a randomized
strategy that attains an improved optimality guarantee, (1 − 1/e)1−α , in expectation.
Through extensive simulations over synthetic and real-world network topologies, we
evaluate the performance of our proposed strategies and discuss the effect of fairness.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

In-network caching is a fundamental enabler of many applications, such as information-centric networks (ICNs)
[1–3], content delivery networks (CDNs) [4,5], and micro/femtocell networks [6]. Storing content items in caching
networks closer to users can reduce the routing cost (e.g., delay or financial expense) of content requests and alleviate
the bandwidth pressure at content servers. There has been a rich body of literature on how to optimally allocate content
items in cache storage to serve content requests, predominantly focusing on caching to optimize utilities of either cache
hit rates [7–9] or throughput [10,11].

Motivated by a series of recent papers [6,12–15], we study fairness considerations in the context of the so-called
caching gain rate [6,12]. Informally, given a caching strategy X , the caching gain rate of a flow of requests for an item is
given by:

λ ·∆C(X),

where λ is the rate with which the item is requested, and ∆C(X) is the reduction of routing costs due to the caching
strategy, compared to empty caches. Intuitively, this metric incorporates both the popularity of an item, as captured by λ,
as well as the benefit of caching decisions in routing (measured in hops, distance traveled, or delay incurred). Moreover,
in contrast to, e.g., cache hit rates or throughputs/rates alone, it incorporates networking costs in the network design
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objective. Such costs are important: requests served with hit rate 1 at a distant server, in reality, have a lower utility than
requests served locally with a lower hit rate.

Several recent works study optimization algorithms determining caching decisions that maximize the average caching
gain rate [6,12–15]. In practice, content requests are heterogeneous, and derive different benefits from network storage
resources. It is essential to find cache allocations which do not simply maximize the overall reduction in routing cost,
but achieve a balance among the benefits different requests derive from caching. Thus, a key question is how to fairly

allocate the cache storage resource among different requests. While there is an extensive literature on the fair allocation of
bandwidth resources in traditional communication networks [16–19] and of storage resources in cache networks [7–9,11],
to the best of our knowledge, fairness has not been explored in the context of utilities of the caching gain rate.

We propose a fair caching framework to achieve different degrees of fairness w.r.t. requests, content items, as well
as users, respectively, in a caching network with arbitrary topology. We consider the family of α-fair utility functions
which unify different notions of fairness [20], and aim to find an optimal storage resource allocation that maximizes the
total utility as a function of the caching gain rate. To the best of our knowledge, this is the first work that studies fair
caching w.r.t. caching gain rates in a multi-hop caching network with arbitrary topology. Our main contributions can be
summarized as follows:

• We begin by studying request-based fairness, associating each request with a utility. In this context, we formulate
fair caching as a utility maximization problem, which is NP-hard.

• We show that this fair caching problem is a submodular maximization problem under matroid constraints. We
provide a deterministic solution based on the continuous-greedy algorithm which has an optimality guarantee factor
arbitrarily close to 1− 1/e ≈ 0.63.

• We provide a stationary randomized caching strategy which has a better optimality guarantee (1 − 1/e)1−α in
expectation when α ∈ (0, 1]. This is tighter than the approximation obtained by the continuous greedy algorithm.

• We extend our fair caching framework to incorporate content and user fairness. Both of our proposed algorithms
apply in these settings and achieve the same optimality guarantees as for request fairness.

• We formally characterize the optimal allocation for a simple linear-topology example, illustrating how content
allocations are affected as α increases.
• We extensively evaluate our algorithms over several synthetic and real-world graphs and show that our proposed

algorithms outperform traditional path replication caching policies. We also discuss the effect of fairness and price
of fairness based on numerical results.

Our analysis provides new insights on how fairness w.r.t. caching gain rate affects caching decisions. We observe, for
example, that the intuitive behavior of caching highly requested content towards the edge indeed occurs for α < 1, but is
reversed when α > 1 (see, e.g., Figs. 3 and 8). From a technical standpoint, our analysis establishes the submodularity of
classic α-fairness objectives when applied to caching gain rates, making it amenable to polynomial-time approximation
with a 1− 1/e approximation. Moreover, our algorithm under the stationary randomized regime is novel, and improves
upon the above approximation ratio in the α ∈ (0, 1] regime.

The remainder of this paper is structured as follows: In Section 2, we review related work. We introduce the system
model and present two toy examples over a linear network in Section 3. In Section 4, we demonstrate the submodularity of
our problem and introduce caching algorithms with optimality guarantees. In Section 5, we study a stationary randomized
caching strategy. We present extensions in Section 6. In Section 7, we conduct extensive simulations over several
topologies. Finally, we conclude and discuss future directions in Section 8.

2. Related work

Caching Gain Rate Optimization. The maximization of caching gain rates has been considered in several recent papers.
Shanmugam et al. [6] consider content placement and delivery to maximize the caching gain rate in a femtocaching
system. They develop an approximation algorithm based on the pipage rounding method by Ageev and Sviridenko [21].
Ioannidis and Yeh [12] extend this work to study an online, adaptive and distributed setting for arbitrary network
topologies, considering joint routing and caching in subsequent work [14]. Shukla and Abouzeid [22] consider both
caching gain rates and content storage costs to determine where and how long a content should be cached. Yang et al. [23]
study the caching problem in a parallel computing framework. They determine the data placement in distributed memory
to minimize the computation costs. Li et al. [15] optimize the content allocation in a resilient network, where each cache
may fail in some cases. Mahdian et al. [13] and Li and Ioannidis [24] maximize overall caching gain rate while take queuing
into consideration.

To the best of our knowledge, we are the first to study fairness in the context of caching gain rates. We use the same
network model as Ioannidis and Yeh [12], extended via α-fair utilities of caching gain rates. We note that departing from
the linear utility (α = 0) of [12] necessitates using altogether different approximation techniques.
General In-network Caching Optimization. A number of works focus on optimizing global networking objectives other
than the caching gain. Content placements that maximize the number of requests served by caches are studied in
hierarchical caching networks [25], in cellular networks with moving users [26], in arbitrary congestible networks [27],
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and in multi-cell mobile edge computing networks with storage, computation, and communication constraints [28]. To
study the interplay between content search and content placement, Domingues et al. [29] consider the metric of expected
delay experienced by all the requester. The same metric is considered by Poularakis et al. [30] to study the content
placement of layered-video.
TTL Caches. Time-to-Live (TTL) caches have drawn attention recently due to their connection to classic replacement
policies. TTL caches assign a timer to each content, and an eviction occurs when a timer expires. Che et al. [31] show that
the hit probability of LRU caches can be approximated through a TTL-based eviction scheme; a theoretical justification
of this result has been provided recently by Jiang et al. [32]. This approach has also been refined and extended to other
traditional replacement policies [33,34] as well as more general requests arrival processes [35], thus providing a general
framework for analyzing different replacement policies. Several papers study the approximate and exact behavior of,
e.g., hit probabilities and cache occupancies, in both individual TTL-caches as well as networks thereof [36,37].
Fairness in Caching Networks. As in the case for classic communication networks, fairness in caching networks is
discussed using specific notions (e.g. proportional fairness and max–min fairness) or by considering concave utility
functions (e.g. α-fair utility functions). Several works study fair storage allocations in TTL cache networks. TTL timers
are used as tuning knobs to control the hit rate as well as the utility of each content. Dehghan et al. in [7] propose a
utility-driven framework for a single cache by considering the utility of the cache hit rate of each content item, and
provide the optimal online solution. Panigrahy et al. [38] further consider the utility of the cache hit rate of each content
item in a general TTL cache network. Fairness among content providers is considered by Chu et al. [8], where the utility
is associated with the total hit rate achieved by each content provider. The fractions of storage allocated to each content
provider and the association between caches and users are determined to maximize the global utility.

Besides TTL-based caching, there are also works that study fairness w.r.t. direct content placement in caches. Wang
et al. [39] analyze the proportional fairness of the total cost (storage costs and one-hop fetching costs to fetch contents
from other nodes) of each node through a Nash bargaining game. Avrachenkov et al. [40] study the fair caching problem
in a video-on-demand system. The utility is determined by the portion of a video of each quality stored at each node.
They formulate the utility maximization as a potential game and develop a distributed algorithm. Bonald et al. [11] discuss
content placement to achieve fairness of throughput for different contents in ICNs. Rezvani et al. [41] study proportional
fairness and max–min fairness of the user delay in radio access networks where the user delay is determined by caching,
radio allocation and user association.

We depart from all the aforementioned works in two ways by considering fairness w.r.t. the utilities of caching
gain rates, as opposed to, e.g., hit rates, user delay, throughput, or abstract costs. In addition, with the exception of
Panigrahy et al. [42], that indirectly consider routing costs via a discount factor capturing utility degradation over a path,
all aforementioned works consider specific network topologies and ignore the multi-hop routing costs; in contrast, our
study applies to algorithms of arbitrary topologies and demands.
Submodularity and Approximation Algorithms. The maximization of submodular objective subject to matroid con-
straints appears in many combinatorial optimization problems. A classic result by Nemhauser et al. [43] shows that the
greedy algorithm produces a solution with 1/2 optimality guarantee. Calinescu [44] and Vodrak et al. [45] show that
continuous-greedy algorithm produces a solution with a 1 − 1/e optimality guarantee. Sviridenko et al. [46] propose
an algorithm based on modifications of continuous-greedy algorithm and non-oblivious local search, which produces a
solution within (1 − c/e) of the optimal, where c is the total curvature of the objective function. For a brief review
of the topic and applications, please refer to [47] and [48]. We show that α-fair utilities of the caching gain rate
maintain submodularity. Using this fact, we employ the greedy and continuous-greedy algorithm to solve the submodular
optimization problem in Section 4.

Ageev and Sviridenko [21] use a convex relaxation to solve a class of submodular maximization problems that include
the maximum coverage problem. Shanmugam et al. [6] and Ioannidis and Yeh [12] use the same method to create
approximate solutions. In Section 5, we show that this method can also be coupled with the fair caching framework
we consider; doing so requires extending it beyond the linear functions considered in [6,12,21] in a non-trivial way. Our
extension also improves the approximation guarantee of [6,12,21,44] when α is in (0,1].

3. Model

We consider a network of caches, where each node can potentially store a finite number of content items. Some nodes
generate requests for content items which are routed over given routes. A request can be satisfied at a designated server
node that permanently stores the requested item, while it can also be satisfied earlier upon hitting a cache that contains
the same item. We wish to determine a content item allocation strategy under the following desiderata: on the one hand,
we wish to reduce the total routing cost for requests in the network, and on the other hand, we also wish to fairly allocate
the storage resource to different requests. We describe our model formally below. Table 1 summarizes our notation.

3.1. Caching network

Following Ioannidis and Yeh [12], we represent the caching network by a directed graph G(V , E), where V is a set of
cache nodes and E is a set of bidirectional edges with asymmetric edge costs. We denote by C the set of items of equal
size (see Section 6 for an extension to contents with unequal sizes) to be stored in the caches. For each i ∈ C, there is a
set of designated server nodes Si ⊆ V which store i permanently.
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Table 1

Notation summary.

G(V , E) Network graph, with nodes V and edges E

C Content item catalog

cv Cache capacity at node c ∈ V

wuv Routing cost of edge (u, v) ∈ E

R Set of requests (i, p), with i ∈ C and p a path

λ(i,p) Request rate for (i, p) ∈ R

xvi Variable indicating v ∈ V stores i ∈ C

yvi Marginal probability that v ∈ V stores i ∈ C

X |V | × |C | matrix of xvi , for v ∈ V , i ∈ C

Y |V | × |C | matrix of yvi , for v ∈ V , i ∈ C

D1 Set of feasible caching strategy X ∈ {0, 1}|V |×|C |

D2 Convex hull of D1

U The utility of caching gain rate

F(i,p) Caching gain (4) for request (i, p) ∈ D1

L(i,p) The concave approximation (22) of F(i,p)

G Total utility of all requests

K The multilinear extension of G

mk Update direction of the continuous-greedy algorithm

[X]+(v,i) Matrix X with coordinate (v, i) being set to 1

[X]−(v,i) Matrix X with coordinate (v, i) being set to 0

H The concave approximation (23a) of G

∇F , ∂F Gradient and subgradient of function F , respectively

3.1.1. Caching strategy

Each node v ∈ V is equipped with a cache that can store cv ∈ N+ items. Let

xvi ∈ {0, 1}, for all v ∈ V , i ∈ C,

be the indicator variable indicating whether node v stores item i. We denote by the matrix X = [xvi]v∈V ,i∈C ∈ {0, 1}
|V |×|C|,

the caching (content item allocation) strategy of the network. As each node can cache a finite number of items, we have
capacity constraints:

∑

i∈C

xvi ≤ cv, for all v ∈ V . (1)

Note that if node v is a designated server for i ∈ C, it stores i in its permanent storage, which is separate from its cache.

3.1.2. Content requests

We denote each content request by a pair (i, p), where i ∈ C is the item requested and p is the path over which the
request message is routed. A path p of length M ≤ |V | is a sequence of nodes {p1, p2, p3, . . . , pM}, where pm ∈ V and
(pm, pm+1) ∈ E for all m ∈ {1, 2, . . . ,M − 1}. We denote the finite set of all such requests in the network by R. We say
that a request (i, p) ∈ R is well-routed if: (1) the path p contains no loops; (2) the last node in the path is a designated
server node for i, i.e., pM ∈ Si; and (3) no other node in the path is a designated server node for i. As in earlier work
on caching gain rate maximization [12,13,15], we assume that the path p towards a designated server is pre-established
by an external routing algorithm, and is not part of the problem optimization. We note that this does not trivialize the
problem, as determining caching decisions is NP-hard even when paths are given.

We also make the standard assumption [9,12,15,17,18,36] that requests arrive according to independent Poisson
processes with rate λ(i,p) ≥ 0. A request (i, p) goes along the path p, until it reaches a node that stores item i. After a
cache hit, the network generates a response message carrying the requested item, which follows path p in the reverse
direction to the request node (see Fig. 1). The system is stable, and there are no losses, so the request rate λ(i,p) is equal
to the throughput of responses for all (i, p) ∈ R.

3.1.3. Routing cost

We denote by wuv ≥ 0 the routing cost (e.g., financial expense or delay) incurred when transferring an item across
edge (u, v) ∈ E. Compared with content items, the size of request messages is relatively small. Thus, we assume the
request forwarding costs are negligible [12]. Hence, the routing cost for serving request (i, p) is:

C(i,p)(X) =

|p|−1
∑

k=1

wpk+1pk

k
∏

k′=1

(1− xpk′ i). (2)
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Fig. 1. A caching network with exogenous requests. A request (i, p) ∈ R arrives at a node and is routed to the server node that permanently stores

the requested item. After a cache hit (either at the server node or at an intermediate node), the item is send back on the reverse path.

Intuitively, this formula shows that C(i,p) includes the cost of an edge (pk+1, pk) in the path p if item i is not stored by
nodes p1, . . . , pk. Without caching, i.e., X = 0, request (i, p) is served by the designed server node with a constant cost:

C(i,p)(0) =

|p|−1
∑

k=1

wpk+1pk . (3)

For a given request, we define the difference between the routing cost without caching and the routing cost with caching
as the caching gain:

F(i,p)(X) = C(i,p)(0)− C(i,p)(X) =

|p|−1
∑

k=1

wpk+1pk

(

1−

k
∏

k′=1

(1− xpk′ i)

)

. (4)

Reducing the routing cost of request (i, p) is equivalent to increasing the caching gain, i.e., the cost reduction attained by
caching at intermediate nodes.

3.2. Utility function and utility maximization

As the cache storage in a caching network is limited, we aim to allocate the cache storage resource fairly for requests
using a utility-driven framework. We consider the utility of the caching gain rate associated with each request. Note that
our algorithms are applicable for not only request, but also content and user fairness (see Section 6). We discuss fairness
w.r.t. requests first for the sake of concreteness. Mathematically, given caching gain F(i,p)(X) and request rate λ(i,p), request
(i, p) achieves utility U(λ(i,p)F(i,p)(X)). To capture fairness, we consider a class of α-fair utility functions, parameterized by
α ∈ R+. In particular, we assume that

U(z) =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

z1−α

1− α
when 0 ≤ α < 1,

log(z + ϵ) when α = 1, or

(z + ϵ)1−α

1− α
when α > 1,

(5)

where ϵ ≥ 0 is a constant. For all α, the utility functions are continuously differentiable, non-decreasing, and strictly
concave. This class of utility functions is classic, and unifies different notions of fairness, including max–min (α → ∞)
and proportional fairness (α = 1) as special cases [18].

Our goal is to maximize the total utility under the cache storage constraint:

Maximize: G(X) =
∑

(i,p)∈R

U(λ(i,p)F(i,p)(X)) (6a)

s.t. X ∈ D1, (6b)

where D1 is the set of X ∈ R|V |×|C| satisfying constraints:
∑

i∈C

xvi ≤ cv for all v ∈ V , (7a)

xvi ∈ {0, 1} for all v ∈ V , i ∈ C. (7b)

Compared to classic α-fair utility functions, we add a small constant ϵ for cases α = 1 and α > 1 to ensure that the
objective function G cannot become −∞. Assuming utilities bounded from below is natural in practice. We note that, in
contrast to classic α-fairness literature that relies on convexity to solve resource allocation problems (e.g., [7,18]), Problem
(6) is combinatorial (it is in fact NP-hard even for α = 0 [12]) for a caching network with arbitrary topology.
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Fig. 2. A path graph with four nodes each equipped with a cache of size 5. All edges have the same cost w. Exogenous requests enter the

network from node 1 and are routed to node 4 which is the server for all the items. The request rates for items 1–15 are in decreasing order,

i.e., λ(1,p) > λ(2,p) > · · · > λ(15,p) .

Fig. 3. Visualization of the optimal solutions in Example 1. From top to bottom, the three rectangles represent the caches of nodes 1–3. The bars

in each rectangle represent the cached items: a bar at position i indicates the node stores item i (e.g., the upper rectangle in Fig. 3(a) shows that

node 1 caches the first 5 items). This figure shows that when α < 1, it tends to store the most popular items closer to the edge, however there is

a full reversal behavior when α > 1.

3.3. Two simple examples

Before we study algorithms for solving Problem (6) over arbitrary topologies, we start with a simple caching network
with a linear topology, similar to the linear network considered in Chapter 8.5 of Kelly and Yudovina [49]. This gives
some intuition on how α-fairness over caching gain rates affects the optimal content allocation. We use two examples
over this linear topology: one in which request paths are common but demands for items are heterogeneous, and one
where demands are identical but paths are heterogeneous.

3.3.1. Example 1: Common path, diverse rates

We consider the network represented by a path graph shown in Fig. 2 and a content item catalog C of size 15. Node 4
is the designated server node for all items in C. Requests are generated from node 1, and request rates for content items
1 to 15 are in strictly decreasing order, i.e.,

λ(1,p) > λ(2,p) > · · · > λ(15,p).

Note that, in this example, all requests follow a common path, while the request rates are different.
We divide items into three equal-sized groups: group 1 (items 1, . . . , 5), group 2 (items 6, . . . , 10) and group 3 (items

11, . . . , 15). The following theorem characterizes the optimal solution w.r.t. these groups:

Theorem 1. The optimal solution for Example 1 is as follows:

1. When 0 ≤ α < 1, the optimal allocation is to place items in group 1 at node 1, items in group 2 at node 2 and items in

group 3 at node 3 (Fig. 3(a));

2. When α > 1, the optimal allocation is to place items in group 1 at node 3, items in group 2 at node 2 and items in

group 3 at node 1 (Fig. 3(b));

3. When α = 1 and ϵ = 0, a solution is optimal if and only if all caches are fully utilized, and no content item is stored in

more than one cache (Fig. 3(c)).

Proof. Please see Appendix A. ■

Theorem 1 gives us the following intuition on how optimal caching decisions depend on α. When α < 1, items with
high request rates/response throughput are prioritized, and hence are placed closer to the source of the requests (the
‘‘edge’’ of the network). When α > 1, there is a full reversal of behavior: items with low request rate/response throughput
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Fig. 4. The same path graph as Fig. 2. Node 4 is the server for group 1 items, node 3 is the server for group 2 items, and node 2 is the server for

group 3 items. Exogenous requests enter the network from node 1 with a same request rate but are routed over different paths.

Fig. 5. Visualization of the optimal solutions in Example 2. When α = 0, node 1 (edge node) stores items 1, . . . , 5 for which the server node is

the furthest from the requests source. Node 2 stores items 6, . . . , 10 and node 3 stores items 11, . . . , 15. When 0.1 ≤ α ≤ 0.4, node 1 and node 2

exchange the items they store. And when α ≥ 0.5, there is a full reversal result of the case when α = 0.

are brought closer to the edge; intuitively, their caching gain compensates for the lower throughput under which they
are served. Finally, when α = 1 and the utility is logarithmic, caching gain and rates are decoupled in the objective, and
the optimal allocation does not depend on the request rates.

3.3.2. Example 2: Common rate, diverse paths

We now consider the path graph given in Fig. 4, and again group items in C into three groups as in Example 1. In this
example, we assume that node 4 is the server node for items in group 1, node 3 is the server node for items in group 2,
and node 2 is the server node for items in group 3. Requests for all items are generated from node 1 with the same rate.
In this setting, the request rate for each item is the same, while paths differ across groups. We find the optimal solutions
for α ∈ {0, 0.1, . . . , 1.9, 2} via exhaustive search, and present them in Fig. 5.

When α = 0, under the optimal allocation, items that have to traverse the longest distance (group 1) are prioritized,
and placed closer to the edge. For w the weight of an edge, requests for items in group 1 have a caching gain 3 · w,
requests for group 2 have a caching gain w, and requests for group 3 have zero caching gain. When 0.1 ≤ α ≤ 0.4, the
distribution of caching gain becomes more equitable: the caching gains of requests for items in the three groups are 2 ·w,
2 ·w and 0, respectively. Finally, when α ≥ 0.5, all groups receive exactly the same treatment, being cached exactly one
hop away from their designated servers: the caching gains for all requests are exactly w. We see that as α increases, the
caching allocation for requests in different groups becomes more fair w.r.t. the caching gain (and caching gain rate, as
the request rates are same), switching from prioritizing caching decisions that yield large caching gain benefits to more
equitable distribution of caching resources.

4. Deterministic offline strategy

In a general network over an arbitrary topology, demands and paths may vary simultaneously. Hence, the overall
effect of fairness in an arbitrary caching network would depend on a combination of the phenomena we observed from
the two simple examples we studied so far. Because of the NP-hardness of the general problem, we turn our attention to
approximation algorithms. In this section, we first show that in a caching network with arbitrary topology, Problem (6)
amounts to a submodular set function maximization subject to matroid constraints. Using this structure, we find a solution
with an approximation guarantee via the so-called greedy [50] and continuous-greedy [44] algorithms. These algorithms
are classic, but we review them here for completeness; some care needs to be taken to handle the possible negativity of
the objective (see Theorem 3). In the next section, we discuss a novel method that improves on these guarantees in a
stationary randomized setting.

7
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Algorithm 1: Greedy

Input: G : V × C→ R+

1 S ← ∅
2 while S+ := {(v, i) ∈ V × C : S ∪ {(v, i)} ∈ D1} ̸= ∅ do

3 (v∗, i∗)← argmax(v,i)∈S+ (G (S ∪ {(v, i))− G(S))

4 S ← S ∪ {(v∗, i∗)}

5 end

6 return S

4.1. Submodular maximization under matroid constraints

The objective G can be naturally expressed as a set function. For S ⊆ V × C, let XS ∈ {0, 1}
|V |×|C| be the binary vector

whose support is S. Since there is a one-to-one correspondence between a binary vector X and its support supp(X), we
can interpret our objective G : {0, 1}|V∥C| → R+ as a set function G : V × C → R+ via G(S) ≜ G(XS). We show the
monotonicity and submodularity1 of set function G in the following theorem.

Theorem 2. The objective function G(S) ≜ G(XS) of Problem (6) is a non-decreasing and submodular set function.

Proof. Please see Appendix B. ■

Constraints (7) define a matroid2 [6,44]. Hence, Problem (6) is a submodular maximization problem under matroid
constraints. This problem is NP-hard in general; we discuss polynomial-time approximation algorithms below.

4.2. Greedy algorithm

The greedy algorithm [50], summarized in Algorithm 1, produces a solution within 1/2 approximation factor from
the optimal [43]. Starting from X = 0, the greedy algorithm proceeds iteratively, adding one item in a cache at a time,
maximizing the marginal improvement in the objective with each iteration. We can further improve the approximation
guarantee to 1 − 1/e ≈ 0.63, using the continuous-greedy algorithm by Calinescu et al. [44]. We describe this algorithm
in more detail in the next section.

4.3. Continuous-greedy algorithm

The algorithm maximizes a relaxation of the objective G(X) over the reals, obtaining a fractional solution Y in the
convex hull of D1. The fractional solution is then rounded to produce a solution to the original combinatorial problem.
The relaxation is the multilinear extension; we introduce it below.

4.3.1. Multilinear extension

Suppose that xvi, v ∈ V , i ∈ C, are independent Bernoulli random variables with joint distribution µ defined over
{0, 1}|V |×|C|. Let yvi, v ∈ V , i ∈ C, be the marginal probability that v stores i, i.e.,

yvi = Pµ[xvi = 1] = Eµ[xvi]. (8)

Denote by Y = [yvi]v∈V ,i∈C ∈ R|V |×|C| the matrix of the marginal probabilities. The multilinear extension is defined as
K (Y ) = Eµ[G(X)], i.e.,

K (Y ) =
∑

X∈{0,1}|V |×|C|

G(X)×
∏

(v,i)∈V×C

y
xvi
vi (1− yvi)

1−xvi . (9)

4.3.2. Continuous-greedy process

Now consider the following relaxed problem:

Maximize: K (Y ) (10a)

s.t. Y ∈ D2, (10b)

1 A set function f : 2X → R is monotone (by which we mean non-decreasing) iff f (A) ≤ f (B) for all A ⊆ B, A, B ⊆ X , and is submodular iff

f (A ∪ B)+ f (A ∩ B) ≤ f (A)+ f (B) for all A, B ⊆ X .
2 A matroid M = (X ,I) is defined on a finite ground set X , and I is a collection of independent subsets of X . I satisfies: (1) if A ⊆ B and

B ∈ I, then A ∈ I; (2) if A ∈ I, B ∈ I, and |B| > |A|, then ∃e ∈ B \ A: A ∪ {e} ∈ I.

8
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where D2 = conv(D1) is the convex hull of D1, i.e.,
∑

i∈C

yvi ≤ cv for all v ∈ V , (11a)

yvi ∈ [0, 1] for all v ∈ V , i ∈ C. (11b)

Note that Problem (10) is not convex, as K (X) is not concave. Despite the lack of convexity, the continuous-greedy
algorithm summarized in Algorithm 2 solves Problem (10) via Frank–Wolfe iterations [51], producing a fractional vector

Y ∈ D2 as follows: Starting from an initial point Y0 = 0, the algorithm repeats the following steps in each iteration:

mk ∈ argmax
mmm∈D2

⟨

mmm, ∇̂K (Yk)
⟩

(12a)

Yk+1 = Yk + γkmmmk (12b)

where γk ∈ [0, 1] is an appropriately chosen step size, and ∇̂K (Yk) is an estimation of the gradient ∇K (Yk).
An Estimator of the Gradient. Since the objective function K (Y ) in (9) comprises a summation of 2|V |×|C| terms, the
computation of gradient ∇K (Yk) is challenging. A sampling-based estimator is typically used instead (see [44]). Since K is
linear when restricted to each coordinate yvi, for v ∈ V , i ∈ C, the partial derivative of K w.r.t. yvi can be written as [13]:

∂K (Y )

∂yvi

= EY [G(X)|xvi = 1] − EY [G(X)|xvi = 0]. (13)

To estimate the gradient, one can generate T random samples X (l), l = 1, . . . , T of the random vector X according to
marginal probability matrix Y , and for each pair (v, i) ∈ V × C, compute the average

∂̂K (Y )

∂yvi

=
1

T

T
∑

l=1

(G([X (l)]+(v,i))− G([X (l)]−(v,i))), (14)

where [X]+(v,i) and [X]−(v,i) represent vector X with coordinate (v, i) being set to 1 and 0, respectively. The continuous-
greedy algorithm (12) ensures that the output solution Yout satisfies constraint (10b) as the convex combination of
mmmkkk ∈ D2. Yout is also guaranteed to be within 1 − 1/e factor from the optimal solution Y ∗ ∈ D2 of Problem (10). We
have the following lemma:

Lemma 1 (Lemma 3.3 in [44]). If the discretization step γk is small enough, with high probability,3 the fractional solution
Yout ∈ D2 found by continuous-greedy algorithm satisfies

K (Yout ) ≥ (1−
1

e
) · K (Y ∗). (15)

Pipage Rounding. The fractional solution Yout of Algorithm 2 can then be rounded to produce an integer solution for
Problem (6) with the same guarantee 1 − 1/e. A rounding method called pipage rounding [21] can be used to get an

integer solution X̂ ∈ D1 from Yout ∈ D2, ensuring K (X̂) ≥ K (Yout ). We review pipage rounding in Appendix C.
The resulting solution is guaranteed to be within a factor of (1− 1/e) from the optimal; this result is due to Calinescu

et al. (see Theorem 1.1 in [44]). Applied to our setting, this yields the following result:

Theorem 3. If X̂ ∈ D1 is the integer solution produced by pipage rounding and X∗ ∈ D1 is the optimal solution of Problem

(6). then with high probability we have:

G(X̂) ≥ (1−
1

e
)G(X∗), for 0 ≤ α < 1, (16a)

G(X̂)−G(0) ≥ (1−
1

e
)(G(X∗)−G(0)), for α ≥ 1. (16b)

Proof. Please see Appendix D. ■

We note that continuous-greedy algorithm proceeds in the same way for all α ∈ [0,∞). The bounds (16a) and (16b)
differ because the objective becomes negative for α ≥ 1, and shifting the objective function is necessary to derive an
approximation ratio.

Time Complexity. To make sure Lemma 1 holds, the number of samples generated to estimate the gradient is
O((|V ∥ C|)2 ln(|V ∥ C|)) [13]. Given the estimated gradient, (12) is a linear programming which can be solved in O(|V ∥ C|)
time. The continuous-greedy algorithm finishes in O(|V ∥ C|) iterations [13]. Finally, the pipage rounding algorithm finishes
in at most |V ∥ C | iterations. Thus, the whole method runs in polynomial time in the number of nodes |V | and the number
of content items |I|.

3 The term ‘‘with high probability’’ means here with probability at least (1− 1/poly(n)), where n = |V | × |C |.

9
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Algorithm 2: Continuous-Greedy

Input: K : D2 → R+, step size γk ∈ (0, 1]
1 t ← 0, k← 0, Y0 ← 0
2 while t < 1 do

3 mkmkmk ← argmaxmmm∈D2

⟨

mmm, ∇̂K (Yk)
⟩

4 γk ← min{γk, 1− t}
5 Yk+1 ← Yk + γkmmmk, t ← t + γk, k← k+ 1

6 end

7 Yout ← Yk

8 return Yout

5. Stationary randomized strategy

In the previous section, we consider a deterministic offline setting: we decide and implement the content item
placement at the beginning and study the total utility in the network. In this section, we consider a different setting;
in particular, we focus on a time-slotted system, and do not make a deterministic content item allocation. Instead, in
each time slot, each node independently samples a new content placement according to a stationary distribution and
reshuffles the content items in its cache. We show that, in this setting, we can attain improved performance guarantees
over the continuous greedy algorithm.

5.1. Total utility of expected caching gain rate

Formally, we assume that time is slotted, and that at each time slot t ∈ N, a random caching strategy X is sampled from
a joint distribution µ over D1. We assume that µ has a product form. Specifically, for every node v, there is a distribution
µv , v ∈ V , such that:

µ(X) =
∏

v∈V

µv(xv1, . . . , xv|C|). (17)

Assumption (17) allows nodes to make independent caching decisions, which avoids synchronization among nodes. On
the other hand, reshuffling contents incurs additional overhead; however, if the duration of each timeslot is large, this
overhead can be considered negligible compared to the routing costs incurred while serving requests during a timeslot.

In contrast to the previous setting, we aim to decide the optimal µ to maximize the total utility of expected caching
gain rate (UECGR) of the network, which is defined as:

UECGR:
∑

(i,p)∈R

U(Eµ[λ(i,p)F(i,p)(X)]). (18)

Recall that µ is a distribution over feasible allocations, i.e., µ’s support is a subset of D1. We denote by yvi, v ∈ V , i ∈ C

the marginal probability that node v stores item i, i.e.,

Eµv [xvi] = Pµv [xvi] = yvi, for v ∈ V , i ∈ C. (19)

Let Y = [yvi]v∈V ,i∈C be the matrix of marginals yvi. Then, Y ∈ D2, where D2 = conv(D1) is the convex hull of D1, given by
(11). To compute the expectation Eµ[λ(i,p)F(i,p)(X)] it suffices to evaluate λ(i,p)F(i,p) over Y . Indeed, taking the expectation
of F(i,p), we have

Eµ[F(i,p)(X)] =

|p|−1
∑

k=1

wpk+1pk

(

1− Eµ

[

k
∏

k′=1

(1− xpk′ i)
])

=

|p|−1
∑

k=1

wpk+1pk

(

1−

k
∏

k′=1

(1− Eµ[xpk′ i])
)

= F(i,p)(Y ). (20)

Note that the second equality holds by the independence of xvi, for all v ∈ V , and the fact that there is no repeating node
along path p.

Maximizing the total utility of expected caching gain rate (18) w.r.t. µ over D1 is therefore equivalent to the following

problem:

Maximize: G(Y ) =
∑

(i,p)∈R

U(λ(i,p)F(i,p)(Y )) (21a)

s.t. Y ∈ D2, (21b)

where D2 is the set of matrices Y = [yvi]v∈V ,i∈C ∈ R|V |×|C|, satisfying constraint (11). We note that the equivalence of the
two problems is due to (20) and the fact that there exists an algorithm that can be used to construct µ from marginals
Y ∈ D2 (see, e.g., [12,52]).

10
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We therefore turn our attention to solving Problem (21). We propose a novel method, which we call the L-method,
that solves Problem (21) and produces a solution Y ∈ D2 within a (1 − 1/e)1−α factor from the optimal deterministic
solution of Problem (6). In doing so, we extend the method by Ageev and Sviridenko [21] used earlier in the linear case
(α = 0) [6,12]. When 0 < α ≤ 1, this factor is better than the 1−1/e ratio achieved by the continuous-greedy algorithm.

5.2. L-method

Problem (21) is not a convex optimization problem as it maximizes a non-concave function (21a). However, (21a) can
be approximated as follows using the L-function. We define L(i,p) : D2 → R+:

L(i,p)(Y ) =

|p|−1
∑

k=1

wpk+1pkmin

{

1,

k
∑

k′=1

ypk′ i

}

. (22)

Note that L(i,p) is non-decreasing and concave as a pointwise minimum of linear functions. Consider now the problem:

Maximize: H(Y ) =
∑

(i,p)∈R

U(λ(i,p)L(i,p)(Y )) (23a)

s.t. Y ∈ D2. (23b)

Since L(i,p) is non-decreasing and concave, and the utility function U is a concave function, the composite function
U(λ(i,p)L(i,p)(Y )) is concave, and the objective function H(Y ) in (23a) is also concave. Thus, Problem (23) is a convex
optimization problem. For any Y ∈ D2 and any g ∈ ∂H(Y ), g is bounded. Hence, by the definition of the subgradient
and the Cauchy–Schwarz inequality, H is Lipschitz continuous. Thus, projected subgradient ascent finds an η-optimal
point of Problem (23) in Θ(1/η2) iterations (see Theorem 3.2 of [53]).

Our proposed L-method finds marginals Y by solving the convex optimization problem (23). This solution is guaranteed
to be within a constant factor from the optimal solution of Problem (21), as well as from Problem (6):

Theorem 4. Let X∗, Y ∗ and Y ∗∗ be optimal solutions to Problems (6), (21) and (23) respectively. Then for α ̸= 1

G(Y ∗∗) ≥ (1−
1

e
)1−αG(Y ∗) ≥ (1−

1

e
)1−αG(X∗), (24)

while for α = 1,

G(Y ∗∗) ≥ G(Y ∗)− c ≥ G(X∗)− c, (25)

where c = |R| log e
e−1

.

Proof. Please see Appendix E. ■

We note that the above bounds are sharper than the bound attained by continuous greedy in Theorem 3 for 0 < α ≤ 1.
The L-method therefore attains better performance under the stationary randomized strategy regime.
Randomized Rounding. Given the marginal probability matrix Y ∈ D2 produced by the L-method, any suitable
randomized rounding policy can be used at each node v ∈ V to produce a joint distribution µ over D1 that satisfies
(19). An efficient randomized rounding algorithm to generate such a distribution is given in Algorithm 2 of [12] and,
independently, in [52].

6. Extensions

In this section, we explore extensions of of our setting. As mentioned in Sections 1 and 2, one important notion
is content fairness, where storage resources are fairly allocated to content items based on their respective popularities.
Another is user fairness, where storage resources are fairly allocated to users based on their respective demands. We will
show that our analysis applies to all these extensions, as well as to a scenario where contents have unequal sizes.
Content and User Fairness. Suppose each content item i has an associated utility, a function of the total caching gain rate
of all requests requesting item i. We denote by Ri, i ∈ C, the set of all requests that request item i, such that ∪i∈CRi = R.
We then have the following objective corresponding to content fairness:

G(X) =
∑

i∈C

U

⎛

⎝

∑

(i,p)∈Ri

λ(i,p)F(i,p)(X)

⎞

⎠ . (26)

For user fairness, suppose each user v has an associated utility, a function of the total caching gain rate of all requests
generated from v. We denote Rv , for v ∈ V , the set of all requests generated from node v, such that ∪v∈VRv = R. We

11
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Table 2

Graph topologies and experiment parameters.

Graph |V | |E| |C| |R| |Q | cv

hypercube 128 896 300 1K 20 3

balanced-tree 341 680 300 1K 20 3

grid-2d 100 360 300 1K 20 3

erdos-renyi 100 1042 300 1K 20 3

small-world 100 491 300 1K 20 3

barabasi-albert 100 768 300 1K 20 3

geant 22 66 10 100 10 2

abilene 9 26 10 100 4 2

dtelekom 68 546 300 1K 20 3

then have the following objective corresponding to user fairness:

G(X) =
∑

v∈V

U

⎛

⎝

∑

(i,p)∈Rv

λ(i,p)F(i,p)(X)

⎞

⎠ . (27)

By maximizing objective functions (26) and (27) over X ∈ D1, we obtain content item allocations that yield content

fairness and user fairness, respectively. The algorithms we discussed in the previous two sections still work for both cases,

yielding the same approximation ratio. This is because (a) the objective functions are still non-decreasing and submodular

and (b) we can still approximate F(i,p)(X) by L(i,p)(X) in the stationary randomized strategy setting, thereby solving a convex

optimization problem.

Unequally-sized Contents. We can extend our model to contents with different sizes, as contents can be partitioned into

equal sized ‘‘chunks’’. Such ‘‘chunks’’ can be treated as distinct items in our model [54]. To request a content, a user sends

simultaneous requests for all chunks/items of this content to the server node, that is assumed to permanently store the

content, following the same path. The caching gain can then be expressed as the sum of caching gains per chunk/item.

More formally, using index j for contents, we define Cj the set of equal-sized chunks/items of content j. We let R
′

be the set of all requests for contents (unequally sized). Then, the caching gain rate of a content request (j, p) ∈ R
′ is

λ(j,p)

∑

i∈Cj
F(i,p)(X). To study the request fairness of unequal-sized contents, we can maximize the following objective:

G(X) =
∑

(j,p)∈R′

U

⎛

⎝λ(j,p)

∑

i∈Cj

F(i,p)(X)

⎞

⎠ . (28)

We can also study content fairness or user fairness by grouping up the requests of same content or generated from the

same user, as in (26) and (27). Again, our analysis, algorithms, and guarantees directly extend to these settings.

7. Numerical study

To evaluate the greedy (GRD), continuous-greedy (CG) and L-method (L) algorithms, we perform extensive simulations

over a number of synthetic and real networks, and compare their performance to the performance of path replication

algorithms combined with the LRU, LFU, FIFO and random replacement (RR) caching strategies. In addition to comparing

the algorithms in terms of performance, we also discuss how different notions of fairness and different degrees of fairness

(utility functions with different α) influence the caching gains of requests as well as the content allocation in the networks.

7.1. Experimental setting

Network Topologies. The network topologies we consider are summarized in Table 2. We consider four synthetic

topologies: 7-dimensional hypercube (HC), balanced-tree (BT) with depth 9, two dimensional grid graph grid-2d,

erdos-renyi (ER) which is the Erdős–Rényi with parameter p = 0.1, small-world (SW) by [55], and the preferential

attachment model of barabasi-albert (BA). We also consider three real backbone networks, geant, abilene and

dtelekom (Deutsche Telekom) [3].

Demand. Given a graph G = (V , E) and an item catalog C, we choose a set of designated server nodes Si uniformly at

random (u.a.r.) from V for each item i ∈ C. In ICNs and CDNs, the majority of the traffic is usually caused by a small subset

of content items. Thus, we focus on the caching and delivery of these items. Accordingly, we set a moderate catalog size

of 300 for most topologies. Each edge (u, v) ∈ E is associated with a weight wuv u.a.r. sampled from 1 to 5. We denote

by R the set of all requests and generate it as follows: For r ∈ R, we choose the source node of r u.a.r. from Q , which is

the set of query nodes chosen u.a.r. from V . The item ir that r requests is selected according to a Zipf distribution with
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Fig. 6. Average utilities. Note that when α = 2, the average utilities are subtracted by their lower bound G(0) (see Theorem 3). L-method, greedy

and continuous-greedy algorithms outperform traditional path replication policies in all the topologies.

parameter 1.1. The path pr is the shortest path between the source node and the server nodes of the requested item. We

set λr = 1.0 per time unit for all requests r ∈ R.

Algorithms. We implement the greedy (GRD), continuous-greedy (CG) and L-method (L) algorithms for each α. We also

implement path replication [56] combined with FIFO, LRU, LFU, and random replacement (RR) eviction policies. We note

that our algorithm for setting α = 0 (i.e., linear utility) corresponds to the offline algorithm presented in [12]; as such,

α = 0 can be treated as an additional baseline for comparison purposes.

Simulation Parameters. The algorithms compared are simulated for 5000 time units in all topologies. To leverage the

PASTA property, we collect measurements at epochs of a Poisson process with rate 1.0. At each measurement epoch, we

extract the current content allocation X produced by each algorithm and compute the total utility G(X), given by (6a).

Finally, we take the average of all the G(X) we obtained during the 5000 time units simulation.

7.2. Results

Algorithm Comparison. In Fig. 6, we plot the time-average total utilities achieved by different algorithms in all nine

network topologies for the cases α = 0.8 and α = 2 when we consider request fairness, i.e., problem (6). We can see

that in all cases, the continuous-greedy (CG) and L-method (L) outperform the four path replication algorithms. Although

attaining a lower approximation guarantee, the greedy algorithm is comparable to CG and L for several topologies, which

was also observed in, e.g., [13]. However, it attains suboptimal solutions for abilene, where CG and L perform better.

Fairness Variants. While request fairness aims to achieve fair resource sharing among different requests, content fairness

and user fairness aim to achieve fairness w.r.t. content items and users that generate requests, respectively. We study

the effect of different notions of fairness by observing the distribution of caching gains, i.e., how they are spread across

requests, users and content items.

Figs. 7(a)–7(c) plot the CDFs of caching gains for different notions of fairness across requests, users and content items,

respectively, for the geant topology. Specifically, we solve problem (6), (26) and (27) for α = 2 using the L-method and

compute the CDFs. We also use the result derived from maximizing total caching gain rate as a baseline which corresponds

to solving problem (6) for α = 0. The sharpness of a CDF reflects how concentrated (and, thereby, fair) the caching gains

are in this network. The Area Above the Curve (AAC) equals the expected caching gain of requests, users, and contents in

Figs. 7(a)–7(c) respectively. In each figure, we scrutinize fairness w.r.t. the sharpness of CDF (sharper is better) as well as

the AAC (larger is better).

We make the following observations: First, in Fig. 7(a), showing CDFs across requests, the curve derived by request

fairness exhibits the sharpest increase, which indicates there are smaller variations in the caching gains of requests when

we consider request fairness. Second, in Figs. 7(b) and 7(c), user fairness and content fairness give the best performance

in terms of AAC respectively, which is consistent with the aims of these two fairness notions. The curves corresponding to

request fairness are also sharp here; this is not surprising, as request fairness is a more stringent notion (request fairness

implies user and item fairness). However, the CDFs of request fairness have smaller AAC, which means request fairness
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Fig. 7. CDFs of caching gains given by different fairness notations. The curve for maxGain is generated by maximizing the total caching gain rate

(maximizing total utility when α = 0). Figs. 7(a)–7(c) show that request fairness, user fairness and content fairness generate the curve with sharpest

increase in the CDFs across requests, users and content items, respectively. Fig. 7(d) shows that for a specific fairness notion, we obtain a sharper

CDF with a larger α.

Table 3

Objective obtained by different allocations.

Objective Allocation

Request User Item

Request −5.3e+05 −5.8e+05 −6.1e+05
User −3.0126 −2.1550 −2.8576
Item −4.0e+03 −1.5e+04 −2.0e+03

results in less total caching gain of users and contents. Third, maximizing the total caching gain rate always results in the

least sharp CDFs in Figs. 7(a)–7(c), meaning that it is a poor strategy in terms of fairly allocating storage resources.

Besides intuitively observing the fairness by CDFs via sharpness, we use the objective G(X) for request, user, and item

fairness, respectively, as a quantitative metric. To compare different notions of fairness, we can fix an objective under a

fairness notion (e.g., request, user, item), and compare that objective attained by content allocations optimizing a different

objective. The resulting comparison is shown in Table 3 derived under the geant topology and α = 2. The table shows

the objective under different fairness notions attained by content allocations optimizing different objectives. We can

clearly see that values are maximized on the diagonal; note that the result is non-obvious, as we are using approximation

algorithms.

Impact of α. We first demonstrate the impact of α on the CDFs of caching gains across requests in Fig. 7(d). The results

are shown for request fairness in the geant topology, using the L-method. It is clear to see that as α increases, the CDFs

become sharper: fewer requests receive very small or very large caching gains, and more requests receive similar caching

gains.

As we wish to achieve fairness by fairly allocating the limited cache space in the network, it is also interesting to

observe how content allocation in the caches is affected by the degree of fairness. In Section 3.3, we have already shown

by two examples that we obtain different content allocations in the network under different degrees of fairness (different

α values). We now examine content allocation in a more complex network with more complex balanced tree topology.

Different from the balanced tree we consider in Table 2, this is a 4-ary tree of height 3: it has 85 nodes, with 4ℓ nodes

in layer ℓ = 0, . . . , 3. The cache capacity of each node is 2. We consider a content catalog with 20 items. Only the leaf

nodes (i.e., the ‘‘edge’’) generate requests. For each leaf node, the request rate for each item follows a Zipf distribution

with parameter 0.8 (popularities are in decreasing order of the item indices).

We consider request fairness by solving the problem (6) with L-method. Figs. 8(a)–8(f) plot the resulting content

allocations with α = 0, 0.2, 0.4, 0.6, 0.8 and 1. The horizontal axis of each figure is the content index and the vertical

axis is the fractions of the total cache space in the respective layers allocated to the respective content items. In Fig. 8(a),

for which α = 0, it is shown that nodes in layer 3 cache only items 1 and 2 (the two most popular items), layer 2 nodes

cache items 3 and 4, and layer 1 nodes cache items 5 and 6. In other words, when we maximize the overall caching gain

and do not consider fairness, the network tends to cache the most popular items close to the edge nodes. As α increases

to 0.2, some nodes in layer 1 and layer 2 start to cache other items, though layer 3 nodes still cache only the two most

popular items. Layer 3 nodes start to allocate their storage to other content items when α increases to 0.4. When α = 1,

the items are more evenly distributed in each layer. These observations lead us to the following insight: as we increase

the degree of fairness, we no longer only cache items with high popularity closer to the edge, but more fairly allocate the

storage resources to all items.

We use the variance of caching gains across requests in the network and the objective when α = 1 as two quantitative

metrics of fairness. We plot the results with α ∈ [0, 1] in Fig. 9. We note that it is a prior knowledge that the allocation

we derived by setting α = 1 is the fairest one, so we use the objective when α = 1 as a quantitative metric, and a higher
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Fig. 8. The content allocation in a balanced tree caching network. A bar at position i ∈ {1, . . . , 20} represents the fraction of cache space in a layer

that is allocated to item i. The items are more evenly distributed in each layer as α increases.

Fig. 9. Quantitative evaluation of fairness with different α in a balanced tree caching network. It plots the variance of caching gains of requests in

the network, and the objective when α = 1, derived by considering request fairness with α ∈ [0, 1]. As α increases, the variance of caching gains

decreases and the objective increases.

value corresponds to a fairer allocation. As expected, the results show that has α increases, the variance of caching gains
decreases and the objective value increases; both indicate the emergence of a fairer allocation.

Price of Fairness. Fairly allocating the network resources by maximizing the aggregated global utility could cause a
degradation in the aggregated global caching gain. To characterize this degradation, we compute the Price of Fairness
(PoF) for different α. The PoF is defined as the relative reduction in the total caching gain when we consider fairness
(α > 0), compared to the total caching gain when we do not consider fairness (α = 0) [57]. A higher PoF indicates a
larger sacrifice w.r.t. the global caching gain.

Figs. 10(a) and 10(b) plot the PoF results of different fairness notions derived with geant topology and grid-2d

topology (see Table 2). The PoF increases as the degree of fairness increases (α increases) for all fairness notions. Request
fairness produces a higher PoF which is around 30% when α is greater than 1.5. As the number of content items is much
higher than the number of request nodes or users, the PoF of content fairness is higher than the PoF of user fairness.
When α is smaller than 0.4, all fairness notions produce a PoF within 10% in both topologies.

8. Conclusion

We address the problem of achieving different degrees of fairness for requests, content items and users in caching
networks. To the best of our knowledge, this is the first work that models these three fairness notions (requests, content,
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Fig. 10. Price of Fairness (PoF) of different fairness notions. The PoF is a value in [0, 1] which represents the relative caching gain reduction in the

network.

users/nodes) over the caching gain rate of a multi-hop caching network with arbitrary topology. We show that the greedy,
continuous-greedy and L-method algorithms yield theoretical optimality guarantees as well as desirable performance in
numerical experiments, when compared to baseline algorithms.

Our utility-based framework enables network operators and service providers to achieve a balance between minimizing
routing costs and assigning fair caching allocations. We minimize the total routing cost by solving the problem with α = 0,
and place more emphasis on realizing fair content allocation with larger α. With this framework, network operators and
service providers can determine the content allocation by setting an appropriate value of α, based on the requirements
of global caching gain and fairness.

As this work mainly focuses on fair resource allocation along a path, the routing can be done by any policy, and we
use the shortest path in the simulations. There is a possibility to extend our work to include both routing and caching
optimization, as, e.g., in [14]. Jointly optimizing caching decisions and request admission rates is also a possible direction
for future research. In this scenario, one would aim to decide the request rates which are allowed to enter the network,
and jointly study the fair allocation of both storage and bandwidth resources. This would pose a computational challenge,
as the resulting mixed integer problem would not be amenable to analysis using a submodularity argument.
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Appendix A. Proof of Theorem 1

Proof. In Example 1, all requests are generated at node 1 and routed to node 4. Consider the requests for two items i and
j with request rate λi ≥ λj, and two nodes to store these two items which induce caching gains Fu ≥ Fw . When 0 ≤ α < 1
the following inequality always holds,

U(λiFu)+ U(λjFw) ≥ U(λiFw)+ U(λjFu),

which implies that, when 0 ≤ α < 1, it is better to assign higher caching gain to requests with higher request rates for
higher total utility, and any allocation differing from Fig. 3(a) is suboptimal. When α > 1, we have a reverse result,

U(λiFu)+ U(λjFw) ≤ U(λiFw)+ U(λjFu).

Then any allocation differing from Fig. 3(b) is suboptimal. Finally, when α = 1 and ϵ = 0,

U(λiFu)+ U(λjFw) = U(λiFw)+ U(λjFu),

due to the log utility function. We thus can exchange the positions of two cached items without changing the total utility.
Any allocation in which items are not cached repeatedly is optimal as the total cache size equals the number of items. □
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Appendix B. Proof of Theorem 2

Proof. To begin with, we note that the caching gain F(i,p) of request (i, p) ∈ R is non-decreasing and submodular [12].
Intuitively, when we cache more content items, the cost of a request is non-increasing, thus the caching gain is non-
decreasing. Furthermore, storing one more item in the network induces more marginal caching gain increment when less
items have already been cached.

To prove that the set function G in (6a) is also non-decreasing and submodular, we first introduce and prove the
following lemma:

Lemma 2. Let f : R → R be a non-decreasing concave function and let g : X → R be a non-decreasing submodular set
function. Then h(x) ≜ f (g(x)) is also submodular and non-decreasing.

Proof. Since g is non-decreasing, for any x, x′ ⊆ X we have

g(x ∩ x′) ≤ g(x) ≤ g(x ∪ x′),

g(x ∩ x′) ≤ g(x′) ≤ g(x ∪ x′).

So that we can find α, α′ ∈ [0, 1] such that

g(x) = (1− α)g(x ∩ x′)+ αg(x ∪ x′),

g(x′) = (1− α′)g(x ∩ x′)+ α′g(x ∪ x′).

Due to submodularity of g

g(x)+ g(x′) = g(x ∩ x′)+ g(x ∪ x′)+ (1− α − α′)(g(x ∩ x′)− g(x ∪ x′))

≥ g(x ∩ x′)+ g(x ∪ x′),

which implies that α + α′ ≥ 1. Then we have

f (g(x))+ f (g(x′)) ≥ (1− α)f (g(x ∩ x′))+ αf (g(x ∪ x′))+ (1− α′)f (g(x ∩ x′))+ α′f (g(x ∪ x′))

= f (g(x ∩ x′))+ f (g(x ∪ x′))+ (1− α − α′)(f (g(x ∩ x′))− f (g(x ∪ x′)))

≥ f (g(x ∩ x′))+ f (g(x ∪ x′)),

where the first inequality is due to concavity of f , and the second one is because α + α′ ≥ 1 and f (g(·)) is
non-decreasing. □

Since the utility function U(·) is non-decreasing and concave, U(λ(i,p)F(i,p)(X)) is a non-decreasing submodular set
function for all (i, p) ∈ R. Hence, as a linear combination of such functions, the objective function G(X) in (6a) is
non-decreasing and submodular. □

Appendix C. Pipage rounding

Pipage rounding is a simple deterministic rounding method utilizing the ϵ-convexity property [21] of the objective
function. Suppose we have a fractional solution y that maximizes a function over a polytope, i.e., max{F (y) : y ∈ P(M)}
where P(M) is the matroid polytope of M = (X , I). Pipage rounding aims to convert y into an integral solution,
corresponding to a vertex of polytope P(M), without decreasing the objective function F . In particular, in each iteration,
we move a point y ∈ P(M) in a direction ei − ej or ej − ei, where ei = (0, . . . , 0, 1, 0, . . . , 0) is a canonical basis vector.

The crucial property (ϵ-convexity) of F (y) that makes this procedure work is the following: for any y ∈ [0, 1]X and
i, j ∈ X , the function F

y

ij (t) = F (y + t(ei − ej)) is convex. It allows us to choose one of two possible directions, ei − ej or
ej − ei, in each step, so that the value of F (y) does not decrease.

The multilinear extension of a monotone submodular function has this ϵ-convexity property (see Section 2.4 [44]).
Apply pipage rounding to our setting: given a fractional solution Y ∈ D2, there are at least two fractional variables yvi

and yvi′ , such that transferring mass from one to the other, (1) makes at least one of them integer, (2) produces a new

solution Ŷ ∈ D2, and (3) ensures K (Ŷ ) ≥ K (Y ). We repeat this process until it produces an integer solution X̂ ∈ D1, which

satisfies K (X̂) ≥ K (Y ).

Appendix D. Proof of Theorem 3

Proof. We first focus on the case when α < 1. Suppose X∗ and Y ∗ are optimal solutions of Problem (6) and Problem

(10), and let X̂ be the rounded integer solution we get from fractional solution Yout produced by Algorithm 2. If the step
size γk of the continuous greedy algorithm is small enough, with high probability, we have the following expression for
0 ≤ α < 1:

G(X̂) = K (X̂) ≥ K (Yout )
(15)

≥ (1−
1

e
)K (Y ∗) ≥ (1−

1

e
)K (X∗) = (1−

1

e
)G(X∗).
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The first inequality is guaranteed by pipage rounding method. Moreover, inequality K (Y ∗) ≥ K (X∗) is ensured by the
optimality of Y ∗. Note that, the two equalities hold, because G is equal to its expectation when there is no randomness
of the variables.

For α ≥ 1, by Theorem 2, the objective function G is still non-decreasing and submodular, but it can assume negative
values. Note that the proof of Lemma 1 applies only to positive objective functions [44]. Thus, to provide an optimality

factor, we consider Ĝ(·) = G(·)− G(0) instead, and above analysis still holds. □

Appendix E. Proof of Theorem 4

Proof. To begin with, the second inequality holds, as Problem (21) maximizes the same objective function over a larger
domain. To prove the first inequality, we use the following bound by Ioannidis and Yeh [12]; for all Y ∈ D2,

L(i,p)(Y ) ≥ F(i,p)(Y ) ≥ (1−
1

e
)L(i,p)(Y ).

Since U is a non-decreasing function and λ(i,p) is a non-negative constant, for α ̸= 1, we have

U(λ(i,p)L(i,p)(Y )) ≥ U(λ(i,p)F(i,p)(Y )) ≥ (1−
1

e
)1−α U(λ(i,p)L(i,p)(Y )). (E.1)

Summing (E.1) over (i, p) ∈ R,

H(Y ) ≥ G(Y ) ≥ (1−
1

e
)1−α H(Y ).

By the optimality of Y ∗∗,

(1−
1

e
)α−1G(Y ∗∗) ≥ H(Y ∗∗) ≥ H(Y ∗) ≥ G(Y ∗),

which proves the first inequality.
For α = 1, due to the logarithmic utility function we have

U(λ(i,p)L(i,p)(Y )) ≥ U(λ(i,p)F(i,p)(Y )) ≥ U(λ(i,p)L(i,p)(Y ))+ log(1−
1

e
),

and

H(Y ) ≥ G(Y ) ≥ H(Y )− c,

where c = |R| · log( e
e−1

) is a positive constant. Then, we have

G(Y ∗∗) ≥ H(Y ∗∗)− c ≥ H(Y ∗)− c ≥ G(Y ∗)− c ≥ G(X∗)− c. □
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